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1 Introduction

Augmented reality (AR) technologies promise to en-
hance our perception of and interaction with the real
world. Unlike virtual reality systems, which replace the
real world with a simulated one, augmented reality sys-
tems sense properties of the physical world and over-
lay computer-generated visual, audio, and haptic signals
onto real-world feedback in real time. In this article,
we consider the security and privacy concerns associated
with AR systems themselves as well as those that arise
from the supporting technologies.

Researchers have explored the idea of augmented re-
ality since the 1960s, when Sutherland described a trans-
parent head-mounted display showing three-dimensional
information [33]. Since the 1990s, AR as a research area
has focused on overcoming challenges with display tech-
nology, tracking and registration to properly align virtual
and real objects, user interfaces and human factors, aux-
iliary sensing devices, and the design of novel AR appli-
cations [1, 2, 6, 22, 36, 41].

However, it is only recently that early-generation AR
technologies have begun shipping commercially. For ex-
ample, Google recently released a limited number of its
Google Glass, heads-up glasses for augmented reality
applications. Many other early-generation AR applica-
tions are enabled by the ubiquity of smartphones and
other mobile devices. Examples include the Word Lens
iPhone application — an application that overlays trans-
lated text on the camera’s view of foreign text — and La-
yar, a geolocation-based AR platform that allows devel-
opers to create augmented reality layers for the world
(e.g., for game playing); see Figure 1. The recent advent
of 1 GHz processors, location sensors, and high resolu-
tion, autofocusing cameras in mobile phones has made
these applications possible.

In this article, we take a broad view of the AR space,
considering both direct applications of AR as well the
technologies necessary to support these applications. Be-
yond the mobile phone, devices are becoming available
that enhance sensing, display, and data sharing, which
will enable more complex AR systems. For example,
Looxcie — an over-the-ear, always-on video camera —
includes a feature enabling wearers to share their live
video feed with anyone else in the world. Microsoft’s

Figure 1: Phone-Based Augmented Reality. On
the left, a picture of Word Lens, an iPhone applica-
tion that provides seamless “in-picture” translation (source:
http://www.flickr.com/photos/neven/5269418871/). Here the app
translates the word “Craft” from English to Spanish and
then back again. On the right, a picture of La-
yar, an “augmented reality browser” shipping on Android
phones (source: http://site.layar.com/company/blog/make-your-own-
layar-screen-shot-with-the-dreamcatcher/).

Figure 2: Wearable Input and Output. On the
left, a Looxcie body-worn camera worn by a ranger in
Kenya (source: http://looxcie.com/index.php/image-gallery). On
the right, a Google Glass prototype in June 2012 (source:
http://www.flickr.com/photos/azugaldia/7457645618).

SDK for Kinect [20], which provides accurate motion
sensing by combining an RGB camera, a depth camera,
and a multi-array microphone, has enabled numerous
prototype AR applications. In addition to Google Glass,
transparent, wearable displays are now available for re-
search purposes from several companies, such as Vuzix,
Lumus, and Meta SpaceGlasses. Figure 2 shows exam-
ples of such input and output devices. See Appendix A
for a summary of AR-enabling technologies; many of
these technologies are shipping today, while others are
still experimental.

These technologies will enable commercial aug-
mented reality applications and are at the cusp of signif-
icant innovation, which will bring significant benefits to
many users. However, these technologies may also bring
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unforeseen computer security and privacy risks. Previ-
ous research in the AR space has rarely considered these
issues. Rather than wait for these technologies to fully
mature and then retroactively try to develop security and
privacy safeguards, we argue that now is the time to con-
sider security and privacy issues, while the technologies
are still young and malleable. To guide this process, we
ask the following questions: (1) What new security and
privacy research challenges arise with AR systems and
the technologies that support them? (2) What novel op-
portunities do AR technologies create for improving se-
curity and privacy?

We find that AR technologies form an important, new,
and fertile playground for computer security and pri-
vacy research and industry. Of course, these technologies
should leverage standard security best practices, such as
on-device and network encryption. Nevertheless, we find
unique obstacles — such as handling conflicts between
multiple applications sharing an AR system’s output —
that are simultaneously intellectually challenging yet sur-
mountable. Other challenges, such as access control for
data, are well known in other arenas but become even
more important for AR technologies with their always-
on, always-sensing inputs. Given the future importance
of AR technologies, researchers already tackling these
issues in other domains can find value in refocusing their
attention on AR applications.

In addition to presenting new challenges, AR systems
present opportunities for new applications that improve
security and privacy. For example, these technologies
can provide personal digital views of content on personal
displays. Imagine a password manager that superim-
poses visual indicators over the correct keys for a com-
plex password when a user looks at a keyboard, or an
application that alerts the user when someone is lying.

We explore new security and privacy challenges pre-
sented by AR technologies in Section 2, defensive direc-
tions in Section 3, and new applications of AR systems
to known security and privacy issues in Section 4.

2 Challenges
The AR applications and technologies that we consider
in this article may have any or all of the following charac-
teristics, in addition to the traditional definition of align-
ing real and virtual objects in real-time:
• A complex set of input devices and sensors that are

always on (e.g., camera, GPS, microphone).
• Multiple output devices (e.g., display, earpiece).
• A platform that can run multiple applications simul-

taneously.
• The ability to communicate wirelessly with other

AR systems.
In this section, we present a set of security and privacy

challenges that come with these novel technologies and

their applications, as summarized in Figure 3. We orga-
nize these challenges along two axes: system scope and
functionality. On one axis, we consider AR systems of
increasing scope: single applications, multiple applica-
tions within a single AR platform, and multiple commu-
nicating AR systems. The challenges in each category
first appear at that level of system complexity. For each
scope, we further categorize challenges as related to in-
put, output, or data access. We encourage future design-
ers of AR technologies to consider security and privacy
challenges along both axes.

Readers familiar with smartphone security may ob-
serve some overlap between those challenges and the set
that we present here. We note that some techniques from
smartphone security may be applicable to AR technolo-
gies; others will need to be rethought in this new context.
We return to this discussion in Section 3.

2.1 Challenges with Single Applications

We first consider threats and challenges limited in scope
to a single AR application.

Output. Users must place significant trust in AR appli-
cations that overlay real-world visual, auditory, or haptic
perceptions with virtual feedback. Devices providing im-
mersive feedback can be used by malicious applications
to deceive users about the real world. For example, a
future malicious application might overlay an incorrect
speed limit on top of a real speed limit sign (or place a
fake sign where there is none), or intentionally provide
an incorrect translation for real-world text in a foreign
language. More generally, such an application can trick
users into falsely believing that certain objects are or are
not present in the real world.

Malicious applications can use similar techniques to
cause sensory overload for users. By flashing bright
lights in the display, playing loud sounds, or deliver-
ing intense haptic feedback, applications could physi-
cally harm users. Such attacks are not unprecedented: at-
tackers have targeted epilepsy forums, posting messages
containing flashing animated gifs to trigger headaches or
seizures [24]. Emerging AR platforms must consider and
prevent these types of attacks.

These output attacks are more serious in immersive
AR applications than they are in today’s desktop or hand-
held computing scenarios both because it is harder for
users to distinguish virtual from real feedback and be-
cause it may be more difficult for users to remove or
shut down the system. As a last resort for output attacks,
users must be able to easily and reliably return to the real
world, i.e., with all output devices verifiably turned off.

In the near term, removing the system is a simple way
to achieve this return to reality. However, future wear-
able systems may be hard or impossible for users to re-
move (e.g., contact lenses [23] or implanted devices),
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Single Application Multiple Applications Multiple Systems

Output Deception attacks Handling conflicts Conflicting views
Overload attacks Clickjacking
Trusted path to reality

Input Input validation Resolving focus Aggregate input

Data Access Access control for sensor data Cross-app sharing Cross-system sharing
Bystander privacy

Figure 3: Security and Privacy Challenges for AR Technologies. We categorize these challenges by two axes: challenges related
to output, input, and data access, as arise in single applications, multi-application systems, and multiple interacting systems.

and today’s non-wearable systems may already be hard
for users to evade. For example, several automotive man-
ufacturers have produced windshields that display aug-
mented content over the user’s view of the road [5]. In
these cases, the system should have a trusted path for
the user to return to reality, analogous to Ctrl-Alt-Del
on Windows computers. Determining the best such se-
quence, or the right input mode (e.g., gestures or speech),
requires research for each AR system. Another approach
may be to reserve a trusted region of the display that al-
ways shows the real world.

Input. Augmented reality applications will undoubtedly
face similar input validation and sanitization challenges
as conventional applications. For example, a translation
application that parses text in the real world may be ex-
ploited by maliciously crafted text on a sign. Traditional
input validation techniques are likely to apply, but the de-
signers of AR systems should be aware of their necessity
in this new context.

Data Access. To provide their intended functionality,
AR applications may require access to a variety of sen-
sor data, including video and audio feeds, GPS data,
temperature, accelerometer readings, and more. As in
desktop and smartphone operating systems, an impor-
tant challenge for AR systems will be to balance the ac-
cess required for functionality with the risk of an applica-
tion stealing data or misusing that access. For example,
a malicious application may leak the user’s location or
video feed to its backend servers. The existing proof-of-
concept PlaceRaider attack [34] shows that smartphone
sensors can be used to gather enough information to cre-
ate three-dimensional models of indoor environments.

Unlike most of today’s desktop and smartphone ap-
plications, complex AR applications will require rich,
always-on sensing. For example, an application that au-
tomatically detects and scans QR codes requires constant
access to video stream data, as does an application that
automatically detects when the user is entering a pass-
word on another device and provides password assis-
tance (see Section 4). As a result, these privacy risks
are much greater than in conventional systems.

AR systems should take approaches that limit these

risks. For example, individual applications will likely
not need access to all sensor data. Perhaps an applica-
tion only requires access to a portion of the screen when
the user is in a certain location, or only needs to know
about certain objects that the system recognizes (e.g.,
via the Kinect’s skeleton recognizer), rather than need-
ing access to the entire raw camera feed. AR system
designers must consider the appropriate granularity for
these permissions, and the design of usable permission
management interfaces will be important. Existing man-
ifest or prompt-based solutions as used in smartphones
are unlikely to scale in a usable way, and the long-term
(rather than one-time) data access needs of AR appli-
cations make the application of in-context access con-
trol solutions like user-driven access control [28] not
straightforward.

Always-on cameras and other sensors will also create
a privacy risk for bystanders, which Krevelen and Poel-
man identify as a challenge for widespread social accep-
tance of AR [36]. Bystanders should be able to opt out
of or be anonymized (e.g., blurred) in the recordings of
others; prior work has examined such issues [9, 31]. AR
users may need methods to prove to skeptical bystanders
that such safeguards are in place. Legislation or mar-
ket forces may lead to cameras that respond to requests
from other devices or the environment; news reports sug-
gest that Apple has considered adding such a capability
to the iPhone to prevent videotaping of live events, such
as concerts [4]. Cameras may also alert bystanders while
recording, such as by flashing a light [36] or by providing
access to more complex policy information [19].

The CVDazzle project [10] pursues a different ap-
proach — using makeup to confuse face detection algo-
rithms — that provides privacy without compliant cam-
eras. The key limitation is that CVDazzle is painstak-
ingly hand-tuned for one particular face detection algo-
rithm. A research question is to find a general algorithm
for synthesizing makeup that fools face detection.

2.2 Challenges with Multiple Applications

Though AR applications are often conceived and proto-
typed in isolation, we can expect that future AR plat-
forms, like those built on Google Glass or the Microsoft
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Figure 4: Multi-Application Augmented Reality. Emerging and future augmented reality platforms will support multiple appli-
cations running simultaneously, sharing input and output devices, and exposing data and APIs to each other. In a multi-application
AR system, applications like those depicted in this mockup will share output devices, including displays, audio output, and haptic
feedback. Conflicts among these applications can result in security concerns (Section 2.2).

Kinect, will support multiple applications running simul-
taneously, sharing input and output devices, and expos-
ing data and APIs to each other (Figure 4). Researchers
must anticipate these developments and ensure that an
“operating system for augmented reality” is designed
with appropriate considerations for security and privacy.

Output. In a multi-application AR system, applications
will share output devices, including displays, audio out-
put, and haptic feedback. Conflicts among multiple ap-
plications attempting to use these output devices can lead
to security concerns. For example, a malicious applica-
tion might try to obscure content presented by another
application (e.g., visually or aurally covering up a cor-
rect translation with an incorrect one).

Nevertheless, output sharing will be necessary to pro-
vide desirable functionality in AR systems. For example,
a user may wish to simultaneously view content over-
laid on their view of reality from multiple applications,
such as directions supplied by a maps application, a so-
cial feed summarizing the activity of nearby friends, the
track currently playing in a music application, and so on.
Thus, the naive solution, in which only one application
controls the display at a time (as in Android today, for
instance), is insufficient.

Thus, future AR systems must handle conflicts be-
tween multiple applications attempting to produce out-
put. For example, five applications may all want to an-
notate the same object (e.g., with a translation subti-
tle), and the system will need to prioritize them. It may
furthermore be important for users to know which con-
tent was generated by which application — for instance,
whether an annotated product recommendation comes

from a friend or an advertiser. AR system designers must
create interfaces that make the origins of displayed con-
tent clear to or easily discoverable by users.

Traditional attacks based on the manipulation of out-
put may require new approaches or new formulations in
the AR context. For example, in today’s systems, ap-
plications can mount clickjacking attacks that trick users
into clicking on sensitive user interface elements from
another application (e.g., to post something on the user’s
social media profile). These attacks generally work ei-
ther by manipulating the display of the sensitive ele-
ment — by making it transparent or partially obscuring it
in a clever way — or by suddenly displaying sensitive el-
ements just before users click in a predictable place. Fu-
ture applications on AR systems may develop new tech-
niques for tricking users into interacting with elements,
and system designers must anticipate these threats. For
example, an AR application could attempt to trick a user
into interacting with an object in the physical, rather than
the virtual, world.

Input. Users will likely not interact with AR systems
using traditional input methods like clicking on a mouse
or even using a touchscreen. Instead, users may increas-
ingly interact with these systems using subtle input to
haptic sensors (e.g., embedded in gloves), using voice, or
with the aid of gaze tracking technologies. With these in-
put techniques and multiple running applications, it will
be nontrivial for the system to resolve which application
is in focus and should thus receive input.

For example, today’s voice interactions happen either
following an explicit user action indicating the destina-
tion application (e.g., clicking on the “Siri” button on an
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iPhone) or on systems in which only one application can
ever receive voice input (e.g., on the Xbox). When mul-
tiple applications are active and might receive voice or
other input at any given time, there must be either a us-
able way for users to bring applications into focus, or
for the system to determine the correct intended desti-
nation for input commands when focus is ambiguous.
We emphasize that future AR systems are likely to run
multiple applications simultaneously, many of them run-
ning and listening for input without having any visible
output. Improperly designed focus resolution may make
it easy for malicious applications to steal user input in-
tended for another application (e.g., to steal a password
intended for the login box of another application). For
example, a malicious application may attempt to register
a similar-sounding verbal keyword as another, sensitive
application, intentionally increasing input ambiguity.

Data Access. As in traditional operating systems, AR
applications will likely wish to expose APIs to each
other, and users may wish to share virtual objects be-
tween applications. Researchers must explore appropri-
ate access control models for cross-application sharing.
Certainly lessons from traditional access control design
can be applied in this space, but new technologies and en-
vironments may require new approaches. For example,
copy-and-paste and drag-and-drop are established user
gestures for sharing data between traditional applications
and thus have access control implications. A long line of
work in desktop and smartphone systems has attempted
to map user actions to application privileges (examples
include [21] and [28]); AR systems will need to evolve
new user gestures to indicate sharing intent. Addition-
ally, AR systems are unlikely to display applications in
labeled windows the way that traditional desktop oper-
ating systems do, so new interaction paradigms will be
needed to enable users to identify applications and indi-
cate which application should receive shared data.

2.3 Challenges with Multiple Systems

Moving beyond a single AR system running multiple ap-
plications, we consider the interactions between multi-
ple AR systems belonging to different users. Prior work
in AR proposes collaborative applications among multi-
ple users of an AR system. These applications include
multi-player games [11, 32, 40], telepresence for remote
conferencing [16], and face-to-face collaboration [26].
These types of applications pose additional security and
privacy challenges.

Output. Multiple users may have differing views of the
world presented by their respective AR systems. For ex-
ample, different users may see different virtual advertise-
ments superimposed on real-world billboards, or differ-
ent users watching a presentation may be shown different
content based on their access levels (i.e., one user may

see top-secret footnotes while others do not). Such con-
flicting views will require users to manage mental mod-
els of who can perceive which information, lest they ac-
cidentally reveal private information intended only for
themselves. Addressing this concern will require inno-
vations in interface design for aiding users in this task.

Input. A rise in the complexity of AR systems and ap-
plications will be tightly coupled with a rise in the num-
ber and complexity of sensor inputs provided by enabling
technologies. This abundance of sensor input from many
users will in turn lead to novel collaborative sensing ap-
plications, which can themselves feed data back into AR
applications. For example, Google already uses data col-
lected by users’ smartphones to estimate traffic condi-
tions, which is then reported back to user’s phones [8].
This type of data is necessary to enable future AR appli-
cations displayed on the car’s windshield, for example.

However, this type of aggregate input can be used by
malicious users to fool the data collection systems. For
example, a review site might leverage location tracking
to measure a restaurant’s popularity by noting the aver-
age number of people present during the day. A canny
restauranteur may then pay people to stand in the restau-
rant without buying anything. The restaurant’s measured
popularity rises but has no relationship to its quality.

AR technologies that constantly collect data will drive
the adoption of such collaborative sensing applications;
thus, these security concerns will increase in importance.
As another example, the Community Seismic Network
aggregates accelerometer sensor data of many individu-
als to detect and predict earthquakes; an attacker could
manipulate the sensors to “spoof” unusual seismic activ-
ity, e.g., by encouraging many individuals monitored by
the project to jump at once in the context of an unrelated
game. (For example, Improv Everything [13] asks users
to play provided audio files as a designated time and
follow the audio instructions.) Trusted sensors [30] —
while important to prevent other attacks — do not help in
these cases, as real-world conditions are manipulated.

Data Access. In addition to showing different content
to different users, communicating AR systems will al-
low users to share virtual content with each other. For
example, one user may create a virtual document within
their private AR system and later choose to share its dis-
play with the systems of other users. Some sharing may
even be implicit; imagine an AR system that automati-
cally uses the camera feeds of nearby users to provide a
given user with a real-time 3D model of him or herself.

The implicit or explicit sharing of data across sepa-
rate AR systems can enable valuable applications. How-
ever, appropriate access control models and interfaces
are needed to allow users to manage this sharing. To-
day, users already have difficulty forming mental models
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of their privacy settings on services like Facebook be-
cause of the complexity of relationships between people
and data items [18]. The vast amount of data collected
by AR systems and the integration of virtual objects with
the real world will make this problem only more difficult.

3 Defensive Directions
In this section, we outline several defensive directions for
AR technologies. First, some of the security and privacy
challenges associated with AR technologies are similar
to those faced by smartphones today, such as the privacy
of sensor data and cross-application sharing. In some
cases, an appropriate defensive direction for augmented
reality is to adapt smartphone solutions. For example,
permission manifests and the app store review process
may be adopted in the short term.

In the long term, however, there are several reasons
that approaches in the AR context must differ from
smartphone solutions. First, an analysis of the resource
needs of smartphone applications [28] showed that most
require only one-time or short-term access to most re-
sources, making solutions that require in-context user in-
teractions (such as user-driven access control [28]) fea-
sible. By contrast, AR applications will require long-
term or permanent access to sensor data at a scale be-
yond smartphone applications. Further, AR resource ac-
cess will not be as clear to users and to bystanders as in
the smartphone context — for example, an AR system’s
camera will always be on, whereas a smartphone’s cam-
era, even if turned on by malware, provides much less
data while the phone is in the user’s pocket. Thus, we
argue that it is important to consider full-fledged future
AR contexts when designing solutions in this space.

Along these lines, new research into AR-specific so-
lutions will be needed. For example, researchers have
begun considering operating system support specific to
AR [7]. AR applications — and the underlying OS —
naturally follow the pipeline shown in Figure 5, so re-
search can be characterized accordingly, and different re-
search models can assume different boundaries between
the application and the OS. In the first stage, sensing,
an application (or the OS) gathers raw sensory data such
as audio, video, or radio waves; research here includes
limiting which sensed information is collected (e.g., po-
lite cameras [9, 31]) or limiting on its use (e.g., reten-
tion policies). Second, in the recognition stage, machine
learning algorithms extract objects with high-level se-
mantics: as an example, the figure shows a Kinect skele-
ton, a face, the associated name, and voice command
triggers. Related research includes changing objects to
cause false negatives (e.g. CVDazzle [10]) and poli-
cies governing application access to objects [15]. Fi-
nally, the application (or the OS) renders on top of the
user’s senses, such as vision and hearing. Research here

Sensing Recognition Rendering

Play
Call

Jane  TA.

Figure 5: AR Pipeline. AR applications (1) gather sen-
sory data, from which they (2) extract objects with high-
level semantics. Finally, they (3) render on top of the
user’s senses. (Source of Google Glass image on the right:
http://www.flickr.com/photos/azugaldia/7457645618).

includes uncovering invariants that must be respected
to avoid harming the user and building a performant
“trusted renderer” that respects these invariants.

Not all defensive directions for augmented reality will
consist of technical solutions. Instead, some challenges
may call for social, policy, or legal approaches. For ex-
ample, in Section 2.1 we discussed potential policies for
bystander opt-outs and compliant cameras. Other issues
will similarly benefit from non-technical approaches.

Finally, we call for an augmented reality testbed for re-
searchers working in this space. Most experimental AR
applications today rely on the Microsoft Kinect or smart-
phone platforms like Layar; both involve only single ap-
plications running at one time, thereby hiding challenges
that arise as AR systems increase in complexity.

4 Novel Applications
Though augmented reality technologies create important
security and privacy concerns, there is also an unex-
plored opportunity for them to enhance security and pri-
vacy through their application to existing problems. In
this section, we consider opportunities for new security
and privacy enhancing applications enabled by AR tech-
nologies and systems. Our list is undoubtedly incom-
plete; we hope to see rich future work in this area.

4.1 Leveraging Personal Views

AR systems that integrate heads-up or other personal
displays (like Google Glass) can leverage these per-
sonal views to address existing security and privacy con-
cerns — in particular, protecting private data and improv-
ing password management.

Personal displays present a strong defense against
shoulder surfing, as users may interact with applications
visible in their own view only. For example, someone us-
ing a laptop on an airplane today exposes everything they
view and type to their seat neighbors, and researchers
have demonstrated that footage from low-cost cameras
can be used to reconstruct a user’s typing on a virtual
mobile keyboard [25]. A personal heads-up display com-
bined with a haptic sensor for discreet input would allow
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Figure 6: Prototype AR Password Manager. Our Chrome
extension (background) displays a QR code representing the
current website. In response to the voice command “find pass-
word,” our Google Glass application (foreground) scans this
QR code and displays the stored password for that site privately
in the heads-up display.

for greatly improved privacy.1

Personal displays further enable encrypted content in
the real world that can only be decrypted by the AR sys-
tems of the intended recipients. For example, a company
can post encrypted notices on a bulletin board that em-
ployees can read through their company-issued AR sys-
tems, but that visitors to the company’s building cannot.
(Storing only the key, not the encrypted content, on a
server accessible by the AR system requires adversaries
to find the physical notice rather than simply compro-
mise the company’s servers.) Precursors of such a system
are possible today using smartphones and 2D barcodes
that encode URLs to data with appropriate access con-
trol; augmented heads-up displays will prevent the need
for a manual scan.

AR systems can also act as an enhanced password
manager for users, presenting passwords or password
hints via the personal display. For example, a display
could outline the appropriate characters that the user
must enter on legacy devices like ATM PIN pads. Users
could then be assigned strong passwords, as they would
never need to actually remember them. This application
requires markerless tracking and a system design that
properly protects the stored passwords.

As a concrete example, we have implemented a pro-
totype password manager application consisting of a
Google Glass application and a browser (Chrome) ex-
tension (see Figure 6). The Chrome extension modifies
the browser’s UI to display a QR code representing the

1We observe that see-through displays, such as that used by Google
Glass, may not be fully private from external observers. For example,
images taken of the display using a telephoto lens may be used to re-
construct the content of the screen, similar to reconstructing content
from screen reflections [3]. Future research should fully characterize
this threat and design appropriate defenses.

website currently displayed to the user (the website in
the browser’s address bar). Users can ask the Google
Glass application to scan these QR codes and consult
its password database by using the voice command “OK
Glass, find password.” If the user has previously stored
a password for that website, the application displays the
password; otherwise, the user can enroll a new password
by asking the Chrome extension to generate an enroll-
ment QR code and asking the Glass to store the new
password using the “enroll password” voice command.
We have made the code for our prototype available at
https://github.com/froeschele/GlassPass.

By designing the QR code displayed by the browser
extension to include a secret shared between the browser
and the phone, this application could furthermore serve
as phishing protection, as websites would not be able to
create and display forged QR codes that would map to
legitimate passwords in the password manager.

4.2 Leveraging Complex Sensor Systems

AR systems benefit from the combination of multiple in-
put and sensing devices, which can be combined to en-
hance digital and physical security, privacy, and safety.

Future systems can leverage AR technologies to detect
privacy or security conditions of which the user should
be alerted. For example, rather than relying on compli-
ant cameras to shield users from unwanted recording, a
system could alert users when it detects camera lenses
pointed at them, using (for instance) computer vision to
detect the glint of light reflecting off a lens [35]. It could
also detect some forms of eavesdropping, e.g., a laser
microphone pointed at a window.

Such systems could also detect physical deception at-
tempts. For example, an AR system could estimate the
size and shape of an ATM card slot, then issue a warn-
ing if it appears a card skimming device has been added.
Similarly, existing work on computerized interpretation
of facial expressions [12] could be applied to behavior-
based lie detection [38]. One of our colleagues refers to
this application as “spidey sense.”

Beyond storing passwords, AR systems can be used
for implicit authentication of their users. The plethora of
sensors attached to people using these technologies can
be used to authenticate them with biometric and behav-
ioral characteristics. Prior work has examined the pos-
sibility of such mechanisms on mobile phones [14, 27];
AR systems would provide far more powerful authenti-
cation. Similarly, sensor data could be used to help with
authorization and access control decisions.

Beyond the sensors attached to an individual (e.g.,
Alice), the sensors of bystanders could also be used to
authenticate her by providing the authentication system
with third-party visual, audio, and other sensory views
of Alice. This third-party authentication system would

7



distribute trust to systems and persons with no incentive
to falsely authenticate Alice.

5 Conclusion
Augmented reality systems, with their sophisticated and
pervasive input, output, and processing capabilities, have
the potential to significantly benefit many users. To com-
plement ongoing innovations in AR technologies, we ar-
gue that now is also the time to define a roadmap for
protecting the computer security and privacy of AR sys-
tems — before these systems become widely deployed
and their architectures become entrenched. To catalyze
this roadmap, we consider new security and privacy chal-
lenges posed by these systems, and we explore oppor-
tunities afforded by these technologies to create novel
privacy- and security-enhancing applications.
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A Appendix: Technologies
The table below summarizes commercial and experimental AR-enabling technologies. The table categorizes technolo-
gies based on their availability. Some technologies are commercially available “off the shelf” today. Others are under
development and exist on an experimental basis.

Commercially Available Today Experimentally Only

Sensors Body-worn RGB cameras Haptic sensors [29]
(Inputs) GPS (error of 5 meters or more)

Accurate motion sensing (e.g., Kinect)

Feedback Opaque near-eye display Transparent near-eye display
(Outputs) Phone display/speaker Embedded displays (e.g., contact lenses [23])

Invisible Bluetooth earpiece Haptic feedback [17]

Services Simple cloud services (e.g., photo gallery) Complex cloud services (e.g., object recognition)
Marker-based tracking [39] Markerless tracking
Good face detection (not recognition) [37] Good face recognition
Expensive or cheap but inaccurate transcription Cheap accurate transcription

Sharing Selective sharing (photos, videos, location) Automatic sharing
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